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Vanilla Diffusion Models don’t do so well at Semantic 
Understanding and Reasoning
● Text-2-Image tasks not only require understanding the semantics of the text 

but also figuring out the implicit information and knowledge grounded in text
● Often involving visual question answering: counting, color and action 



Project Objectives

● Explore and experiment with possible research papers and 
implement approaches improving semantic understanding of a 
stable diffusion pipeline and compare the results with a vanilla 
implementation.

● Propose architectural changes and possible modifications to these 
implementations and attempt at further improving the semantic 
understanding



Explored Research Papers

● SUR-adapter: Enhancing Text-to-Image Pre-trained Diffusion 
Models with Large Language Models (Zhong et. al)  : They 
propose simple-yet-effective parameter-efficient fine-tuning 
approach using an adapter for pretrained diffusion models

● ELLA: Equip Diffusion Models with LLM for Enhanced 
Semantic Alignment (Hu et. al) : They introduce an LLM adapter 
to equip pre trained text-to-image diffusion models with powerful 
LLMs to enhance image quality and timestep conditioning



SUR Adapter Architecture



SUR Adapter (Experimentation)

● The default codebase provided at 
https://github.com/Qrange-group/SUR-adapter was not usable 
since the knowledge representation from LLAMA 13B of the input 
prompts were removed from public due to copyright restrictions

● We first attempted to generate these knowledge representation 
vectors as per format suggested in the paper by LLAMA 13B 
inference of SURD dataset prompts and extraction of the 40th 
layer output

https://github.com/Qrange-group/SUR-adapter


SUR Adapter (Experimentation)

● Using this, we trained the SUR Adapter with a default value of η = 
0.1, as suggested in the paper but the results obtained were 
completely bogus even after 5000 training steps



SUR Adapter (Experimentation)

● We think that this arises due to the fact that there is no instruction 
provided to the LLM about what it must do with the prompt



Drawbacks of SUR

1. Unrealistic Dataset

Too complex prompts from simple prompts

2. Knowledge Distillation

Linear Transform of LLM hidden state

3. Loss Function

KL_DIVERGENCE

4.  SUR influence η: Not significant



SUR Adapter (Proposed Modifications)

● Different Dataset: With simple prompt, complex image and different theme

Classic Datasets lead to learning identity  transform

● LLAMA based Prompt Enrichment  (Later)
● Usage of Cosine Similarity for Embedding Alignment: The paper uses 

KL divergence based loss for isn’t quite effective in capturing the similarity 
between text embeddings, so we use a cosine similarity based loss 

● Adaptive Improvement to Prompt: We make the factor η learnable, 
adding an additional fully connected network (FCN) which takes as input 
the text embedding, to allow handling complex prompts, and at the same 
time provide significant influence from SUR



Dataset



LLAMA based Prompt Enrichment

● Implemented a prompt to LLAMA for 
providing:  complex semantical and 
reasonable captions for simple 
captions

● We create a supervised (simple, 
complex) caption pairs in a dict which 
will be used during training



LLAMA based Prompt Enrichment



Cosine Similarity Loss

Intuition:

1. Averaging along embedding 
dimension results in finding the 
mean word

2. Mean word: point in embedding 
dimension that represents the 
overall meaning of sentence



Modified Cosine Similarity Loss



Sample Results



SUR Adapter : Results



Pokemons for Fun!

ELLA (Next…)



ELLA Adapter

1. Using powerful LLMs as text encoders:

T5, LLama, or Mistral

2. Developing adapters that are timestep aware:

Low Frequency Features: Background 

High Frequency Features: Facial Details and Fine Details

3. All this without changing the conditional U-Net



Architecture



Our Trained ELLA Results

An aristocratic girl 
in medieval finery 
and a headdress 
of bright feathers 
drinking afternoon 
tea

Three fluffy white 
kittens playing 
with a ball of yarn 
on a bright green 
carpet






